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Compliance of agricultural AI systems – app-based legal 
verification throughout the development 

Niklas Kruse 1, Paul Wachter 2 and Julius Schöning 3  

Abstract: Significant advances in artificial intelligence (AI) have been achieved; however, practical 
implementation in agriculture remains limited. Compliance with emerging regulations, such as the 
EU AI Act and GDPR, is now vital, even for non-critical AI systems. Developers need tools to assess 
legal compliance, which is complex, often requiring full legal advice. To address this issue, we are 
developing a support app that simplifies the legal aspects of AI system development, covering the 
entire lifecycle, from conception to distribution. The current app, which covers the key legal area of 
copyright and will soon include GDPR and the AI Act, aims to bridge the gap between AI research 
and agriculture. An evaluation of our app by experts from both the legal and the IT domains shows 
that the app assists the developers so that they make legally correct statements. Consequently, it 
promotes legal compliance and awareness among developers, contributing to the seamless integra-
tion of AI into agriculture. The need for compliant AI systems in various industries, including agri-
culture, will only increase as regulations evolve. 
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1 Introduction 

Artificial Intelligence (AI) systems have gained considerable importance in agricultural 
use [El19; Sh21; We20] and are already applied on many farms today. Despite this devel-
opment, some essential legal questions regarding the use of AI systems have largely gone 
unresolved in the past [Bu23; Ha20]. The European Commission (EC) especially wants to 
use the current legislative period to create a legal framework to establish trustworthy and 
ethical AI [Ha20], making AI systems mandatory to comply with the relevant standards. 
Many national and supranational regulations affect the field of agriculture, so complex 
legal issues arise in many core topics. However, a legally compliant development of AI 
systems is becoming increasingly important, as the requirements in this area are becoming 
much stricter [Bu23; Va23]. A lawfully compliant design can be challenging to implement 
if a design that complies with the relevant laws is not considered and adhered to right from 
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the start of development [Ma20]. A later conversion of the AI system can be difficult or 
impossible if the platform's performance is already exhausted [Va16]. The regulations in 
question are complicated for developers to access and hard to understand. As a result, 
many innovations have never left the academic testing environment, especially in agricul-
ture, since these new technologies are incompatible with legal standards [Ca20; SF23]. 
Thus, to bring AI-based systems to a wide range of agricultural applications, developers 
need to be equipped with tools that facilitate the implementation of AI in a legally com-
pliant manner [Fi19; Ga18]. The importance of the legal conformity of AI systems in ag-
riculture can be illustrated by an existing concept. If a farmer uses an AI-supported tool to 
optimize his crop rotation, for example, he must inevitably disclose data about himself and 
the conditions on his farm [SWT23]. This data is regularly personal data within the mean-
ing of Art. 4 No. 1 GDPR, which is then processed by the AI system within the meaning 
of Art. 4 No. 4 GDPR. In practice, such a system would then have to comply with the 
principles of the GDPR, which has far-reaching consequences, especially in the case of 
automated decision-making within the meaning of Art. 22 GDPR. There is also the ques-
tion of explainability if the AI system provides expert advice regarding crop rotation 
[SR21]. In the future, such systems could be high-risk AI systems within the meaning of 
the future AI Act so that far-reaching requirements are placed on explainability. This work 
aims to develop an app that promotes the production of lawfully compliant AI systems. 
Note that our app will not replace legal advice but rather create awareness for the devel-
opers that AI can have a variety of possible collisions with applicable law. At the same 
time, our app should enable developers to get started with the legally compliant imple-
mentation of AI systems without consulting a considerable amount of specialist literature. 
Assistance for legal decision-making or overall digital tools for legal work has only been 
found to a limited extent or primarily aimed at lawyers or people mainly based in the legal 
field. The advancing regulation, the conversion costs in case of a rule violation, and the 
importance of AI in agriculture make it necessary for non-lawyers to have a supporting 
app at their disposal to develop legally compliant and ethical AI systems. 

2 State of the Art 

Getting into the topic of AI regulations in agriculture, this section first reviews the current 
and future regulations, followed by an overview of tools to support regulatory decision-
making. 

2.1 Current and future regulation of AI in agriculture 

The current legal assessment of AI systems is characterized by AI systems affecting many 
different areas of law [Ge21] without the regulations in question having been developed 
specifically for AI systems [Ha20; Va23]. The dynamic development of AI and the ab-
stract nature of the German legal system lead to the fact that, especially in agriculture, 
many laws and regulations can and must be applied to AI, even if the laws were derived 
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and enacted by the legislator far before this technological development. However, AI is a 
technology that is difficult to compare with previous technological leaps [Ma17] in terms 
of its degree of effectiveness and fields of application, so the scientific discourse on which 
regulations should be applied to AI systems and to what extent has not yet been concluded 
to a large extent [Ge21; Ha20; Va23]. At the same time, the EC is very active at the su-
pranational level in creating a legal framework for regulating AI systems to avoid frag-
mentation of the internal market by the individual member states [Va23]. Since AI systems 
can be used in many possible application areas, even if the scope of the consideration is 
limited to an agricultural context, many relevant regulations can nevertheless be found so 
that the following will be limited only to the most concise ones for agriculture. 

One area of law that has received little attention in legal discourse but is extensive is data 
protection law. If, for example, images of real people are used in the training of an auton-
omous agricultural machine, the AI system is subject to the GDPR, as these images are 
usually personal data within the meaning of Art. 4 No. 1 GDPR. However, the scope of 
the GDPR goes far beyond collision detection and processing of images. All sensors that 
only collect data together with a human user and use the Internet for communication use 
IP addresses so that all agricultural AI systems that process this data also result in the 
processing of personal data within the meaning of Article 4 No. 2 of the GDPR, since an 
IP address regularly constitutes personal data. In this respect, the design of an unobjec-
tionable AI system under data protection law must begin with the conceptual design. Due 
to the applicability of the GDPR through the processing of personal data, the prohibition 
with reservation of permission from Art. 6 I GDPR applies. At the same time, the princi-
ples of data protection from Article 5 of the GDPR must also be considered, such as the 
purpose limitation principle and the principle of data minimization. 

The German Copyright Act (UrhG) has manifold meanings for AI systems in the agricul-
tural sector. First, copyrighted data is often used for training. For example, suppose images 
are collected for a dataset to recognize certain plants or other products to use them for 
training an AI. In that case, the question arises whether the images are subject to copyright 
protection and thus require consent or the realization of specific legal permissions. In this 
respect, downloading training data from a copyright-protected source can lead to an in-
fringement of §16 I UrhG, or sharing the data can constitute an infringement of §19a or 
§15 II UrhG. When using generative systems that generate synthetic data, for example, 
which are used to expand a data set with landscape images, the question arises not only 
about the copyright use of the training data but also about the meaning of copyright for 
the generated works, if the original work can still be found to a sufficiently high degree in 
the newly generated images. However, the UrhG is also relevant to the questions of 
whether the training data collected by a farmer themself, e.g., is worthy of protection in 
itself, or whether the AI developed by an agricultural machinery manufacturer has copy-
right protection as such since this cannot usually be formed by the German Patent Act 
(PatG).  
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At supranational level, two regulations in particular play a significant role for developers 
and users of AI systems. On the one hand, the Data Act is particularly relevant for agri-
culturally used AI, although its scope is limited to non-personal data (see Art. 1 III Data 
Act). In this area, however, it enables significantly simplified data transmission but also 
imposes obligations on the manufacturers of AI systems that process data for their part, as 
they will also have to make this data usable for third parties in the future. For agricultural 
AI systems, this could play a role in the context of weather data, for example, so that under 
the Data Act, this data could be significantly more accessible. Art. 3 Data Act states that, 
on the other hand, data must also be processed by the AI system in a manner that is acces-
sible to third parties. The AI Act is being finalized at European level, representing the first 
specific AI regulation developed by a legislator. Part of the AI Act is a risk-based catego-
rization of AI systems, which imposes different requirements depending on the risk to 
safety and fundamental rights of shareholders. Systems in agriculture are not explicitly 
named as high-risk systems in Annex III, but they can qualify as such if they are used as 
security components in one of the products listed in Annex II, according to Art. 6 I lit. b 
AI Act. Here, however, there is the restriction that according to Art. 2 II AI Act, AI sys-
tems used in agricultural machinery according to Regulation (EU) No. 167/2013 are only 
subject to the regulations of the AI Act to a limited extent. In the future, however, it can 
be expected that the corresponding harmonization standards of the EU, which impose re-
quirements on agricultural machinery, will be adapted in such a way that they adopt the 
regulations of the AI Act. Accordingly, it can be assumed that AI in autonomous agricul-
tural machinery will also have to meet the requirements currently in the AI Act and repre-
sent specific requirements for high-risk systems. Parts of these requirements are, among 
others, certain data governance procedures, logging, and systems for human supervision. 
In addition to the extensive laws mentioned, many other secondary laws are relevant to 
agriculture, e.g., the German General Equal Treatment Act (AGG) or various sector-spe-
cific regulations, such as for keeping farm animals. 

2.2 Tools to support legal decision-making  

Techniques used for legal decision-making can be grouped under the term legal tech 
[Wa20], whose primary purpose is to facilitate particularly time-consuming and cost-in-
tensive tasks [RV19; Wa20]. Although the approach of legal tech to date has also been to 
facilitate access to law, this approach is limited only to facilitating indirect access for third 
parties to persons who enable the exercise of law on their behalf [Wa20]. In the domain 
of legal tech, the online libraries Juris and Beck-Online are essential in the German market 
[MW07]. Although these websites make it considerably easier to access a large number of 
legal commentaries and case law, the access costs for the solutions are very high and, 
therefore, the sites are not very accessible to a broad public, especially not to full-time 
lawyers. Other legal tech solutions are mainly in the domain of digitizing access to legal 
advice through comparison and evaluation portals, although the majority of technological 
development is to be found in the digitization of internal law firm processes [Wa20]. Few 
tools allow individuals to gain deeper insight into specific legal issues in academia or the 
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free market. The only tools that exist are those that enable individuals to file a class action 
in an easier way [RV19]. However, developing Large Language Models (LLM) also sig-
nificantly dislocates legal decision-making tools [Ch23; Pe23]. 

In contrast to the legal tech tools mentioned so far, LLM offers the possibility of being 
used by people who are not primarily active in the legal field. In particular, the intuitive 
use of communication with these tools [Ka23] allows access to core legal topics to people 
who previously had no connection to the relevant issues. However, applying LLM poses 
several problems [Ha23; Ni23] that have not yet been addressed. Liability issues, in par-
ticular, are primarily unresolved in using AI systems, inhibiting the development of these 
technologies. In this respect, no LLM solutions are specifically tailored to the legal sector, 
so experience with them is limited to ChatGPT [Ch23; Li23]. 

3 Methodology 

A progressive web app (PWA) will be used primarily on mobile devices and computers to 
implement the app-based legal verifications. The app aims to use the information the user 
requests to provide advice on areas where legal problems could arise. The goal of the 
application is not to offer binding legal advice. Instead, the user should be trained as early 
as possible in the development process of the AI where legal problems could exist to solve 
them later in a targeted manner or to implement solutions intuitively.  

The app is structured to cover as many areas of law relevant to AI in agriculture as possi-
ble, especially those described in Section 2. The assessment simulates the usual course of 
subsumption of the facts in jurisprudence. In the first step, comprehensive information is 
gathered from users in a framework that is as short and comprehensive as possible. If the 
app determines that the scope of specific laws is opened due to the information and, in 
addition, a violation of a right, law, or regulation is in question, it is finally examined 
whether there is a justification for this violation. The app will provide the user with com-
prehensive information on the breach if such a violation does not exist. However, if the 
information retrieval shows that a breach is legitimized by legal permission, the app will 
inform the user of this. To avoid the appearance of legal advice, this information is not 
related to the individual case but has a general character to emphasize the app's sensitiza-
tion function. 
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Fig. 1: Process of assessing legal admissibility within the progressive web app. First, information 
about the app and developer is collected, which is then used for a legal assessment. Ultimately, an 
individual risk assessment can be carried out, which gives the developer an impression of what le-

gal problems are possible 

 

However, assessing the legality of the AI system is subject to some difficulties. On the 
one hand, there is the problem that the quality of the evaluation is directly related to the 
mass of information obtained. However, this problem is very ambivalent. On the one hand, 
the validity and reliability of the app increase the more extensive the information acquisi-
tion phase, but at the same time, the user's willingness to use the app decreases. This prob-
lem could be solved by creating an application with many different modules and letting 
the user select the areas of law he wants to study one by one. 

Nevertheless, this leads to overall lengthy information retrieval since a large amount of 
information, such as the location of the developer's headquarters, would be frequently 
queried. Instead of following this modular approach, in which specific areas of law are 
selected initially, the app follows a holistic approach, examining all areas of law from the 
start while using one question to evaluate multiple legal problems. In this respect, syner-
gies between the areas can be used to assess questions of different regions during infor-
mation retrieval. The question of the type of use of the AI system's training data exempli-
fies this. The information obtained can be used to investigate whether a copyright-relevant 
reproduction according to §15 et seq. of the German Copyright Act has occurred and 
whether a processing according to Art. 4 No. 2 GDPR has occurred. Even though this can 
significantly reduce the amount of information gathering, this approach also has a draw-
back. 

On the one hand, there is a risk that specific questions will become too complex if they 
are aimed at assessing different areas of law. On the other hand, the questions are strongly 
interwoven, and a change in the legal situation makes the application conversion time-
consuming. A problem independent of the system structure is that the user is inevitably 
confronted with legal terms that often seem confusing in some places. Many terms are 
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close to each other at first glance or include exceptional cases that are not obvious to un-
trained persons. This problem is initially solved by providing answer options that are as 
concrete and distinct from each other as possible. In addition, information fields are in-
cluded in some selected places, which explain a legal term in question to the user in simple 
wording. 

Figure 2 shows an example of how complex the user can query legal issues in a simple 
way without the need for technical terms. The user first defines the scope of the inquiry 
by selecting, for example, that only the data set of the AI is to be examined. If the app 
concludes, as shown in Figure 2 (c), that a violation has occurred but is covered by a legal 
norm, it informs the user of the scope of action in which the data can be used without 
causing a legal violation. 

   

(a) user determines the scope 
of the assessment 

(b) questions a possible rea-
son for justification 

(c) clarifies the legal frame-
work for action 

Fig. 2: Screenshots of the progressive web app for legal verification throughout the development. 
Questioning and assessment of legality through intuitive user information where (a) to (c) is the 

guided dialog for the users 

 

No representative user test could be carried out within the scope of this work. Instead, the 
app was presented to two groups of experts, who then completed a system usability scale 
(SUS) [BKM08; Br96]. One of the groups consisted of five experts who worked with AI 
systems in the computer science domain; the other group of experts had extensive legal 
knowledge in digitalization law or worked in this area. The expert group of computer sci-
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entists all work in software development and have extensive technical experience in im-
plementing AI solutions. The group of legal experts have particular expertise in the field 
of copyright law and other relevant areas of law, such as data protection law. This quali-
tative survey aimed to determine whether the app is legally correct and coherent, but at 
the same time whether it is formulated simply enough not to deter developers and provide 
valuable legal assistance. The subjects will act out a legally problematic use of an agricul-
tural AI system within the user task and apply the app to this use case. After using the app, 
the group of experts who work with AI systems in the computer science domain were 
asked to fill out the SUS and express their experiences with the app. The group of people 
with legal knowledge was not questioned by means of a SUS but was asked by qualitative 
questioning [Bl13; SB02] whether the assessment of the facts was correct.  

Within the framework of the SUS, the experts had to evaluate the user-friendliness on the 
one hand and the applicability of the app, which is represented by ten different questions, 
each of which can be evaluated with one of five Likert scales. The answers range from 
“strongly agree” to “disagree strongly”. The questions of the SUS are based on the classic 
structure of this test procedure [Br96], but have been adapted in some places. To investi-
gate the app's user-friendliness, the experts had to state, among other things, whether they 
would also like to use the app in the future and whether the app's system was structured 
unnecessarily complex. To measure the actual added value in terms of making developers 
aware of legal problems, the experts were also asked whether they could understand the 
legal terminology and whether the app could provide them with knowledge about a previ-
ously unknown legal problem. 

4 Results and Discussion 

The expert group of computer scientists was the first to perform the user test. All experts 
were able to solve the problem correctly. The results of the SUS were positive. As shown 
in Figure 3, the app received high scores from all test subjects, with an average score of 
82, indicating a high level of usability [BKM08; Br96; Le18]. However, it is essential for 
the app's added value that it is not only user-friendly but can also help developers in their 
work by training them in their perception of legal problems. If we look at the question of 
whether the app could help evaluate the problem, all respondents at least agreed that the 
app could assist them in solving the specific case. Another critical metric, whether they 
would like to use the app more in the future, was strongly agreed upon by four out of five 
respondents and agreed upon by one respondent. Looking at the low scores, there were 
some difficulties in making certain legal terms clear. For example, one expert gave only a 
neutral rating on whether the app could present the facts of the case straightforwardly, 
while the other experts agreed that the app could concisely clarify legal problems. 
Ultimately, however, participants in the survey strongly agreed that the app had provided 
new knowledge about the legality of AI that had previously been not known to them. 
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Fig. 3: Final scores of the individual SUS results for the subjects 1 to 5 on a scale from 0 to 100, 
where 100 is the best possible rating and 0 is the worst 

 

The qualitative questioning of the expert group of persons with extensive legal knowledge 
also achieved positive results. Firstly, all the test experts stated that the legal questions 
were correct in their formulation. In addition, all participants in the expert group found 
that the specific questions of the test were simply formulated and made little use of legal 
terminology but were nevertheless correct and suitable for gathering the necessary infor-
mation and assessing the facts. 

Overall, the SUS and the qualitative survey of the respective group revealed that the ex-
perts rated the app as positive to very positive, resulting in an average value of 82. The 
survey of the expert group of lawyers shows that the app can clarify the facts correctly if 
the user enters the information accurately. A high level of user-friendliness can also be 
assumed, which is demonstrated by the test with the computer scientists, which also indi-
cates that they can make the correct entries, as the technical terms in question are explained 
understandably. The questioning of the computer scientists clearly showed that the app 
could support them in investigating legal problems. The supporting property also indicates 
that the app could clarify new knowledge for the developers, as they were shown legal 
problems and solution strategies in the test that were previously unknown to them.  
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5 Conclusion  

The first results of the evaluation showed that the progressive web app for legal verifica-
tion throughout the development significantly added value in the context of the develop-
ment of AI systems concerning their legality. The evaluation of the computer scientists' 
subjects group showed that through using the app, all subjects who develop AI systems 
learned about legal problems they were previously unaware of. The app's aim – to make 
developers more aware of the legal implications of the AI systems they develop – has been 
achieved. The evaluation of this user group also showed that the computer scientists were 
unaware of the specific legal violations and the circumstances under which the use of 
training data, for example, is subject to legal permissions and is, therefore, legally permis-
sible. Consequently, the aim of the app can also be realized to reduce the probability of 
restructuring the AI system in the evaluation phase by showing developers at an early 
stage and providing them with the knowledge of which uses are legally permitted under 
which conditions. 

The evaluation with the expert group of lawyers mainly checked that the respective ques-
tions were legally correct. The subjects' comments here revealed that the app simplifies 
complex legal questions to an appropriate but correct factual situation because it primarily 
serves training purposes and not advisory purposes. However, concerns were expressed 
that extending the app to various areas of law could lead to long questions that might have 
to be split up and prolong the information retrieval. The evaluation of the expert group of 
lawyers also showed that this user group could also benefit from such an app, as the topic 
of AI is also very demanding for lawyers due to its technicality.  

In summary, the user evaluation highlighted the app's potential to develop AI-based sys-
tems in agriculture. The set aims of the application, to train developers on the legal issues 
of AI in agriculture and to promote the development of legitimate AI, could be realized 
exemplary on the UrhG, as shown by the results of the qualitative interviews. Further work 
now consists of conducting a representative usability test and expanding the app to include 
other areas of law, such as GDPR, EU AI Act, Regulation (EU) 2023/1230 for machines, 
and others. 
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